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AWWRAC1’.  A nw operations arcbitccture for low cost missions is proposed, to build a
framework to cnab]c NASA to face its major  challmgcs  beyond 2000. ‘1’bis arcbitcctarc is
composed oftbrccclcmcnts:

● Service llascct  Architccturc ● I)cmand Access Automata s ])istributcct  Scicncc  1 ]ubs

‘1’bc fh’vice ]Iasd Architecture is predicated on a set of standard mu!tilnission  scrviccs  being
dclinccl,  packaged ad formalized by JP1 ,’s I)ccp Space Network atd Advanced Mulli Missicm
operations Systcm, It is analogous 10 llIC services paradigm of a tclcphmc  company, l)cmad
Access Automata is a suite oftcchmlogics  that break today’s contact conundrum, the cost clriving
rcquircmcnt  for nearly continuous contact with each ad every craft wc fly. We describe a
spacecraft in it iatcct ‘beacon’, a ‘virtual  emergency room’, and a ‘high efficiency tracking’.
])istributccl  Science 1 ]ubs provide a trio of information system capabilities to tbc small science
oricntcci  flight teams of tbc future, consisting of individual access to all traditional mission
ful~cticms  anti scrviccs,  powerful multimedia intratcam collllllllllicatiolls  to facilitate. collaborative
iwcstigaticm, and autmaatcd direct transparent col]~l]llll~icaiiol]  bctwccm  scientist and instrument.

1. IN’I’1<{)1)11(:’I’JON

1 leading into the 2 1‘[ century, the planetary program for NASA faces two primary cballcngcs,
first to increase the rate of cxploraticm  missicms,  and scccmd  to live with budget allocations that
may bc constant or cvcm declining. ‘[’o respond to tbc.sc cballcngcs,  NASA bas taken tbc
initiative on several fronts, l~irst,  NASA has begun a low cost exploration program, I)iscovcry,
to motivate a larger number of missions by keeping thcm small, with focuscc{  science, low cost
and increased scientist participation. Scconct,  NASA has begun an advancccl  technology
dcvclopmcnt  wedge to }mviclc  more capable dcviccs at lCSS cost, ‘1’bird, NASA is cnctcavoring
to rducc tbc cost of operating tllc ]Ilissioas  it flies, by a combinaticm  of more cfficicnt  pmccsscs
al]d automation.

It is tbc purpose of this paper to dcscribc  an architecture to meet tbcsc challenges. WC have
cs[ablisbcd  objectives as follows:

. Reduce  tbc cost of M issicm  Opcraticms  System (MOS) dcvctopmcnt  by a factor of 10.

. RCCJUCC Ibc cost of Opcration  by a factor of 1 ().

. Rcducc the Iimc of MOS ctcvclopmcnt  by a factor of 10.
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oat appmacb to meeting tbcse objcctivc  is to cstablisb  aa cad-to-end mission operations
arcbitccturc b a s e d  on tbc acioption of standarcls,  ibc use of e f f i c i e n t  prcxcsscs,  mcl t h e
incorporation of aclvanccxl Iccbnology. WC bavc tbrcc major cmnpcmenls,  firsl Ibc provision of
stamiar(t  mission opcraticms  scrviccs  that can h contracted for by l’rojcct customers, scccmi  the
(Icvclopmcal  of tccbnologics  to aatomatc kcy collll]llj]licatiot]s  iatcrfaccs, allcl third all
iilll~lclllct]tatiol]  of at) andcrlyit]g  standard information systcm infrastractarc  that makes tbc
invcsligatcw  to iastrunlcnt  link transparent. l:igarc  I provides an mwrvicw  of this architcctarc.
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llA(~KGROIJNl).  J1’1, deep space missions bavc tlaclitionally  ascri some mission operations
scrviccs provided by the two JPI, mulli-missioa  systems, i.e. the l)ccp Space Network (I)SN) ad
tbc Advanced Multi-Mission Opcraticms Systcm (AMMOS), lmtb under tbc management of tbc
J1’1,  ‘1’clccol~~l]~l]l]icatiol}s  an(i Mission opcratiotls  ])ircctoratc (’1’Mel)). ‘1’bc AMMOS a]so
sllpp]ics  multi-mission tools  to flight projects to bailc]  pro.jcct-uniqac Gmancl  I)ata Systems
((iI)S).  It bas been obscrvcct  that cliffcrcnt  flight missions utilize multi-missicm  scrviccs  and
tools  ill varying mix ratios. l~urthcrmorc,  tbc ratio of tbc subscribcct  multi-mission scrviccs  to
tllc  l>r{~jcct-dc~~clo~>ctl  MOS capabilities cliffcrs widely from mission to mission. As NASA
moves into 21 S( ccntary, its full cost accounting policy, wbicb will bc in place in tbc near faturc,
bas smne kcy implications to both flight missions aad multi-missio]~  systems. ‘1’0 flight missions,
duplication of effort bctwccn  project MC)S and mutt  i-mission systems must bc avoided. ‘Ihc most
cost-cffcdivc  approach to dcvclopiag MOS is to pal tbcir  prccicm  dollars onto traly mission-
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specific capabi]itics  and, in areas where both n~ulti-missicm  choices (i.e. scrviccs  and tools)  arc
available, subscribe to n~ulti-missiml  swviccs as Inuch as possible. ‘1’0 the multi-mission
sys[cms,  while tbcrc will bc an iacrcasc in demand for their services, full cost accounting means
scrvicxs providccl  muslbc as cheap and responsive as possib]c, otherwise scrviccs  will HO longer
bc justifiable.  ‘1’he  bottomline  istbat  multi-missicm  systems have to move into a more scrvicc-
oricntul  paradigm than tbcy arc today.

WJIY S’J’AN1)AR1)  SIC1?VI(:lCS? ‘1’o meet the dcvclopmcnt  daratioa and cost  objectives as
discasscd in tbc latrodacticm  sccticm, a scrvicc architcctarc must bc in plac.c to accotl]t~~cl(latctl]e
cnd-to-cncl  architcctatc  of the 21st ccntary. A kcy concept oftbc  arcbitccture is the stanclarci
scrviccs  provided by the l)SN and AMMOS. ‘J’hcsc  stanctarc{  scrviccs  are formali7cd  for lbc
following parposcs:  ( 1 ) as “iastant’  scrviccs  to support  flight  projc.cts  from tbc start of the
dcwclopmcmt phase so that  they can focas tbcir effort on mission-specific capahilitics,  (2) rcctucc
mission risk liability by providing scrvicc-clomaia  cx~~c\tisc/talcl]ts  since projects caa nc) longer
afford to keep scrvicc-clomain cxpcrtisc/talcmts  like tbcy do today, (3) standard scrviccs,  each
ctciincd  atlcl pactcagccl  in a Scrvicc  Catalog for performance ancl cosl  accoantabi]ity,  like a phone
company ‘Calling, Scrviccs’  nmnu, will make full cost accounting easier (4) individual mdti-
missioa scr~liccs  formtilinxt  as stanciard scrviccs  will bc sclcclab]c  by cacb mission for its
opcraticmal ncccts,  (S) formalization of stanrtar(i scrviccs  to bc cost competitive will motivate the
I)SN and AMMOS to autcmatc ils  opcratio]ls.

DICI~JN1’1’10N  AND KICY ATTItlB1l’J’lU$  011 S’J’ANJ)Al{l) SJCI?VICES.  WC bavc dcfincci
lhc lcrm “scrvicc” in a ratbcr  limitcct  way for the parpmc  of charactcri7ing  the scrvicc  paradigm.
A scrvicc  is work pcrl’ormcd by the multi-mission systems, using onc or mot-c tools,  facilities,
(and slaf~,  that prutaccs  mission operations rcsal~s for a castomcr (i.e. flight project or science
iawxtigator).  Scrviccs  may bc “standard” or “tail orcct”. Stanciard  scrviccs  arc tbmc  cicfincct  in
the Scrvicc  Catalog from which castcmcrs can make sclccticm  for their nccctect operations 10
sapporl lbcirmissions  withoat Ihc cxpcncliturc  ofnoa-rccarrcnt  cnginccring,  A tailored scrvicc  is
cm rcqacslwt by customers for functionality ctiffcrcnt  from a cswrcspcmding  staaclarci  scrvicc
offcrect in the Scrvicc  Catalog anct, for fulfllliag this scrvicc,m octification  of existing capahilitics
will]  actclitiona]  illll~lcl]]ct~tatiol]  cfforl will bc nc.cdcci. la tbc scrvicc paradigm, tllc s tandard
scrviccs  havctbc  followingkcy  at[ributcs:

(1)

(q,)

(3)

(4)

1<1~,1,1’,VANCIL:  Scrviccsoff  crcdtot llccllst()t]]crsl]]  l]stt~c  \isil~lcat~d  t]lcat]ii]gfltltotl]c
customers. ‘Ibis implies hi(iing  tllc Icvcl  of details of the capabilities and activities from
tbc customers.
l’ICK-ANIXllo oSIi:” ‘1’hc scrviccs  mast bc sclcctablc  bycastomcrs.  Sabscriptiol)  to a
scrvicc  by a castomcr slmald not rcqairc bay-in of other scrviccs  which arc not tclcvant
10 the castomcr’s needs.
I’l,UG-AN1)-PI,AY:  'l'l]cllsc ofallystalldartl  scrviccs  (asciistiilgl]isl]  cd froI~ltI]ctailorcd
scrviccs)  mast bc basccl on definitions which appear in the Scrviccs  Catalog. [)ncc a
scrvicc,  as it exists OH the Services Catalog j is subscribed to, it mast bc “il~~ll]cdiatcl>~”
av:iilal>lc  fortls(:  bytllccl]stoillcr.  It shcmld not rcqairc any il~]plcl]~cl]tatioll  cfforibcyond
intcrfacc  lcsting, configuration setup, aacl ~~aranlctcr  table updates, by tbc smwiccs
pmvidcr.
S’1’ANI)AI{I)  lN”l’liRl~ACl;S:  ‘I’l~cllsc oftl]cstal~(lar(l  services, intcrmsofcontro]  ancl
data intcrfaccs,  by tbc castomcrs will bc via standard intmfaccs. “Stanclarcl” interfaces
incladc  those formally cstablisbc.d  by standarcis  organ i~,ations, tl]osc~i’idclyal~[>liccl  by
the inclustry asclcfacto standards, anti tlmscctcfinccl  bythc scr~’icc ~>ro~~idcr ascoilll~loi]
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mechanism 10 all cmimmrs.  No adctitioaal  ctcvclopmcnt  cffbrt  on the multi-mission or
the subscribw’s system otbcr than that required for ccmfotming to tbc slanctarcl  interfaces
will bcncccssary.

(5) IJll<llCrl’  Slil<Vl{~II  CC)Nrl’l{ol,: “1’l]cc[]stot]~crs~$ill  bcallowccl  toclircctly  coi~troltl~c
service (~i~itllil]  tl]et~o~lllciso  ftllc system’s capabilities).

(6) IN’11{1<[)1’1;I{A1311,1’I’Y:  Scrviccsw i l l  bcstanctmclimcl,  wbcmwcrapplicablc,  tocnablc
iatcroperability with other scrvicc pmviclcrs  whcncvcr the same scrvicc is rcclucstcci.

(7) l’l{l{lIO1{MANCIL  ACC(){IN”1A1311,1 -I’J’:  l’crformancc  of e a c h  indivictual  s e r v i c e
subscribcdto  t~yacllstol]]cr  ~~’illbcl ]]cas~lrablcal~ci  rcporlablc,

(8) (; OS’I’A(;(;()(IN’I’AIIII,  I’1’Y: Scr\iccswi llt~cl>  rovicicdto  acL]sto]]]crot]  afccscllcdLllc
basis. ‘1’hismcaasall  staactarc  lscrviccs  will llccicfi]lccl,s  trllct~]rcd,a]]d  priced in sucha
wayl bat customers’  rccurrcnt  cmtscanbctracked  al~(lrcl~ortccitotl]c]ll.

l)ltSCI<ll’’J’lON  OF SJtl<VJClt  SYS1’JtM A1<CIII’J’IC{:’J’[  JJ<I;. l;igarc  2 is a diagram
clcscribing  the scrvicc  arcbitccturc in a Iaycred  view of the cncl-to-cnd  systcm, Attbc bigbcst
layer, i.e. !hc functiol~  ]aycrofprojcct  missicm operations aad flight systcm,tbcrc  arc a set of
mission uaiquc fuactioas. ‘I’llcsc fLli]ctio[ls,  fligl]t-  aad grolll]d-basccl,  ]~laytogctl~cr  ~]tiliz,il]gtl]c
underlying cncl-to-cnd  standarcl scrvicrx  at tbc next lmvcr Iaycr to accomplish tbc project’s
mission ot)jcctivcs. ‘Ilc standard services layer is fur(hcrdividccl into2 sub-layers: application
service sub-layer ancl clata acq[lisitioll/clcl  i\~cry/llla]]agclllcllt  scrvicc sub-layer. Scrviccs  in tbc
former arc more ]]lissif>il-oric]]tcd  applications whereas those of the Iattcr sub-layer c!cal with tbc
acc]uisiticm,  clclivcry,  and managcmcal  of mission clata without my  concern of tbc n}issicm-
dcpcndcnt (iata contents. 12 familicso  fstaadarcl scr\iccsl ]avcbccl]d  cfit]cda  i~ddoc[ll~lcl~tecl  in
IIIC Scrvicc  Catalog. l;ach scrvicc family contaiasoa cor  more individual scrviccs  starting from
lower level l~rocil]ctst(~l}igllcr  ICVC1. ‘1’IICSC  iaciividaa[  scrviccs  in the scrvicc  familicscoastitutc
tbc building blocks of tbc scrvicc architecture. l;or example, the tclcmctry scrvicc  family
includes  frame scrvicc,  packet scrvicc, cllanl~cl  processing service, aucl clatn set service.
(hstomcrs  can subscribe to frame scrvicc  without having to subscribe to the other scrviccs.  Aad
the sclccticm  ofhigbcr  layer scrviccs,  e.g. packet scrvicc,  clocs  not rcquircthc  explicit sclccticm
(or adcliticma]  scrvicc  fee) of frame service since the frame-]cvcl proccssiag is inherently parl of
tlw functions performed for packet service. ‘1’hc tracking sac] navigation scrvicc  family also
offers from tbc lowest ICVCI to bigber  level of scrviccs:  radiomctric  scrvicc,  orbit cictcrminaticm
scrvicc,  ancltrajcctory  analysis scrvicc.

A special fmily of swviccs iscallcd  scrvicc manap,cnlcnt  scrviccs  which arc defined based cm
tl}c Cross Support Rcfcrcnce Model for (XSI)S Space ],inlc  Ihtcnsioa  (S1,1;) Scrviccs,  ‘Ilcsc
arc the scrviccs  conduetcd  by tbc multi  -missiotl systems to facilitate customer’s request for
scrviccs of any other 11 families. ‘1’hcy  include allocation anti scl~cduliag  of rcsourccs,
ccmfip,uraticm  and control ofasscts,  service accouatabiliiy repcwtiag(for performance and CM),
etc..

l:rom tl]c cad-to-end system pc.rspcctive,  4 of the service families wilt  bc offered in the near
futarc as cnd-to-cncl  scrviccs:  commaac!  scrviccs,  lclcmctry scrviccs,  tracking and navigat ion
scwiccs,and  mission data manage.mcnt services, altllo~lgl~tllcprovisiol~  ofthc  others can also be
n~igratable  bctwccn  grmad  and flight. ‘1’l~ccoac~pt  of’cncl-to-cnd  services is based cm thencccl
10 avoicl spacccraf[  dcvclopmcnt  costs whcrcvcr possible and tbc feasibility that the on-board
fut~ctions sach as tclcmctry frame cl~codil~g,  (l<ec{l-S(~lol\  lo]] and ‘lurbo  code),  command frame
clccmiing,  CCISI)S COJ’-l, ancl timingdata  ill addition tothc.traditicmal  ciccp spacctranspcmclcr,
atld their  cmntcrparts  cm grouncl, caa bc “prc-fabric,atcd”, integrated and tcstccl. Amtbcr
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beneficial result  of tbc caci-to-cnd  scrviczs  is tbcy cnab]c tbc i[~~~~lci~~cl]tatiol]  of various dcmanci
a c r o s s  and bigb-cfficieacy t r ack ing  scbcmcs,  thus accoalmodatinp,  tbc kitld  of autonomy
requiring Ilo]]-clctcrl]]illistic  mcbcs[ratirm  bctwccn flip,bt  and ground.
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3. I)ItMANJ) ACCESS AtJ’J’OMA’J’A

llACK(iRollNl).  la this section wc cicscribc  a suite of tccbllo]ogics  collectively known as
dcmaaci  access automata, cicsigl]c(i  to [iramaticaiiy  rc(iucc  the cost  of cmtact  with spacccrafl,
Tbc compoacnts arc a spacecraft ‘beacon’ to initiate coatact oniy wi~ca l]cccssary,  a grcmnti
‘virtual  cmcrgcncy rcmfu’ to orcbcstratc ti]c grmad  response, aaci a ‘ilig,i]  efficiency tracking’
schcmc  to optimim tile  tcicmctry link ilsclf.  ‘1’bcy  provicic for comp]ctc  automation of spacecraft
- grouaci coll]t]]llt]icatiol]s  aid radically aitcr traditicmai  proccsscs  by establishing the spacecraft
as tllc initiator of commuaicat ion services.

Analysis of ti]c trackin[:  pattcms i~as si]own that an enormous amount of time and money i~as
bcca spent in contact (routine or otbcrwisc)  with NASA planetary spacecraft, As cxampics, the
Mars observer spacecraft, oa its cruise to Mars ia 1993, was in contact with tbc ground for an
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average of22  hours pcr clay; the Magcllan  spaccuaf[,  in orbit around VcaLIs  ia 1993, was in
contact aa average of 26 hears pm day (use of 2 aatcnaas raises tbc level above 24 hours). Wbcn
combinccl  with tracking cost rates from the l)ccp Space Nclwork for 34 meter antcnaas, the
estimated costs for NASA 10 track tbcsc spacecraft arc $9.9 millicm  dollars pcr year aact $11.8
million dollars pcr year, respectively.

IIICA{X)N  SI(;NAI  ,lNG, ‘Ilcacon’  signaling is a low cost mechanism to allow spacecraft to
initiate contact wilb the gmancl.  Sec figure 3. 1 ‘hc spacecraft, using an intelligent cmboarcl
l]caltb/safety monitoring agent, assesses its owa hcaltb. 11 Ibcn filters that assessment into onc of
3 ‘beacon’ slates, csscatja]ly,  “]’1]1  OK”, “ 1 need 11111,1’”, or “1 want  to lJIJMI’ tclcmctry”.  [Jsing
a simple l<l; sigaalit]~,  scbcmc, sach as a pair of frcqucacy subcarricrs  with a big])  modulation
index 10 suppnxs  lbc carrier, and with tbc frcqucacy diffcrcncc being rclatcct  to tbc dcsircct
‘bcaccm’ slate, tbc signal  is trammittcd to l;artb. Since Iiltlc  power is required to traasmit such
small amounts  of information, most spacecraft can usc broad beam low gain aatcnaas  to radiate
lbc ‘bcacmn’  signal  while still focusing cm scientific obscrvaticms  or cruising.

‘1’bc ‘bcaccm’ signals from aay number  of cqaippcd  spacecraft arc mmitorcct  by a small nctwmk
of dcdicntcd  ‘bcaccm’ rcccpticm  stat icms. l’hcsc arc small  (pcrbaps  3-11 meter) low cost rcceivc-
only antcanas that search lbc sky cmcc cacb day polliag cacb spacccraf(  for its state. ‘1’bcy  arc
equipped with adaptive weak-sigaal detectors thal  scarcb, in turn, for onc of the 3 ‘beacon’
states. Although onc must scarcb in locatioa, frcqacacy, aad frcqacncy ra te ,  after making
provision for the motion of transmi[~cr  and rcccivcr,  ibis task is simplified by tbc small number
(3, as notcct above) of kaowa spacecraft states to look for. ‘1’bc  ‘bcaccm’  rcccption  statioa
p r o v i d e s  at] outpu( for cacb of the spacccraf[  lbat  it has bcca asked to look for. ‘1’bis is a
]Jrobabi]ity  of detection of cacb of the states, with a very high probability indicating successful
dctccticm;  this means Ibat a foar[b state, “NO dctcctioa” caa also bc forwarded to the ‘Virtual
llmcrgcllcy  Room>.

VI RI’[lA1  , ltM1tRGlCNC}7  ROOM. ‘Ihc ‘Virtual l{mcrgcacy l{oom’ (V]{]<) is tbc central
facility for directing the activities of the ‘bcacm’ reception stations and orcbcstrating the
appropriate ground response to all ofthc possible ‘bcacxm’  states for a particular spacecraft. It is
fully automated. laformation about every spacecraft to bc polled is maintained in a database.
‘ibis includes locations and frcqacacy  tming  profiles. Iaformatioa is apctatcd daily after
succcssfal coatac( bas been made. ‘ibis database woalcl also contain tbc daty mstcr of pcop]c to
contact in case of an cmctgcncy.

la adclitim, a seconct  ralc-base contains tbc specific rcspcmscs  for cacb spacccraf(  for cacb
possib]c  ‘beacon> state. An example rule set might bc to send an c-mail message to tbc l’rojcct
hlanagcr  aflcr dctcctiag the “1 ‘m OK” state and take no fwlbcr action. in tbc event that tbc
“1 1111,1’” state is dctcctcd,  tbc Vlil{ would notify kcy people on the duty roster with a paging
syslcm and then initiate a request for aa cmcrg,cacy  tracking pass asiag a Iargc (34-70 meter)
aatcnna to oblain an cnginccriag statas  packcl, la the event tl~at tbc ‘I)(JMI” state bas bcca
activated, tbc VliR would iaitiatc  a rcqucsl for a ‘1 Iigh Ilfficictlcy  ‘I’racking> pass to damp
tclcmctry. ‘1’hc  l’rojcct  (if the spacccraf[  is not in a position to communicate will] liarlh) coald
set a rule that ‘NO detection’ for up to ‘n’ clays is tbc same as “1’m OK”.



1
Autonomous NAV
provides:

-position,
-velocity

3
SIC transmits
Beacon signal:

-I’m OK or
- HELP! or
- I want to DUMP data

L
Onboard Agents
monitor S/6
health and
determine

~1
‘“@, pe

Beacon siate
,{..’
.> ,’

#

.“ -’ ,’,

Scientists &
Engineers analyze
data a{ remote sites

i ; “’ ‘7 MOCA s tandard‘ .,:
< archi~ecture and rxotocols

4 1 ow cost Beacon
reception station polls
SIC once per day and
detects Beacon signal

? provide Investigator to
‘, Instrument data flow

)

‘8A 6 High Efficiency Tracking
$r,~,

*
,,

1 “
~ ~ ~!- Vtrtual  Emergency Room interprets Ehacon  signal,

F l o g s  it, and::
,  ..;l;,Jf -Ernails  ‘S/C is OK’ to Project or

5 -Pages P reject Mgr that ‘WC needs I IE1 P’ and
requests emergency 34M tracking or

-Requests 34M telemetry track

function communicates its
performance parameters to S/C
and commands S/C to:

-[)ump telemetry at best
possible (varying) rate or

-Immediately transmit
emergency status  summary

1 I I(;I I lCFl~l  CllCNCY  ‘1’RACKING.  ‘1’he  ‘f Iigll l!, fficicncy  ‘1’rackiag’  iccbnology  pmvicics  the
capability for a spacecraft 10 downlink  Ic]cmctry  at tbc bc.st data rate, determined in mar real-
time al tbc bcginaing of the telemetry pass, not m~ntlls  or years in advaacc as is current practice.
Wbca tbc VIII< initiates a request for a ‘1 ]igb Iifficicacy ‘1’racking’  pass (see above), a Iargc
anlcnna  (34 or 70 meter) rcsourcc is allocated as SOON as available. ‘1’hc antenna then assesses its
own currcl~t  condition, including comma nicatioa  frequency, tracking path, wcatbcr, and system
noise tcmprxaturc.  It lbca prcparm a message ccmiaining  the best cslimatc  of its performance
capabilities during the nmt  8-12 hours, transmits this to the spacccraf[  and waits a round trip
light  time.

on rcccipt  of the message, tbc spacecraft assesses its own performance, including space 10ss,
Irallsmitlcr  pmvcr, and pointing Iosscs. It combines this with the ground antcana performance
message ancl constructs a variab]c bit rate profile for tbc next 8-12 hours. ‘1 hc spacecraft
procccds 10 scnct tclcmclry according to this rate profi]c. “1’hc ground antenna will record tbc full
tclcmctry spectrum and thca perform optimal bit detection using iterative cligital  tcccivcr ancl
detector algorithms (note that this can introduce a dc]ay ia the tclcmctry slrcam of seconds to
nlinu~cs).  ‘1’hc tclcmctry stream is tbcn forwarded to the l’rojcct. At the ct]d of tbc transmission,
tllc spacecraft rc.turns to the ‘beacon’ signal, “1’m OK”.

Wc make mention of a Mission Opcraticms  Control Arcbitcctarc (MOCA). MOCA is a
sIJccification of Imcbanisms  required to ccmduct a tclccollli~~l]llicatccl  process control dialog
bctwccn  a human (or macbil~c) user and remote, clistributcd  space mission systems. Its major
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compcmcmts arc 1 ) tbc CcmtIol  lntcrfacc which allows tbc bamaa (or automated) controller to
spcxii’y  ancl monitor  tbc ctcsirccl  scqacncc of opcrcitions  to bc coactuctcxl ia a tcmotc systcm, 2)
(IIC Space Messaging Systcm wbicb translates macbinc-rcactab]c  ccmlmancl  calls from tbc Control
lalcrfacc into slandatd-sylltax  messages that invoke  tbc desired actions in lbc remote mcl systcm
and rctarn stanctarcl-syntax  response itlformaticm  to tbc coatrollcr, and 3) tbc I)ccisicm  Suppcml
1,ogic  wbicb allows rules for command  cxcmtion  to bc pmgtammcd into a distributed infercncc
engine (which may tx located wbolty  oa lIJC ground, wholly ia space, or parli!imcd  in varying
ways bctwcca tbc two).

MOCA provides an infrashwctarc  that bas two key bcl)cfits for cm }inct-to-lkl arcbitccturc.
l~irst,  ll~rougb its Space Coll]l]]Lll]icatiot]s  l’rotocol  Standards (SCI’S) capabilities, tbcrc is
provision for aa investigator to dircclly  access his illstramcat.  la simplest terms, this is provision
of an l; ’l’l’ capability directly to aacl from tbc inslramcat originating aacl terminating in tbc
Scicncc I lab at IIIC scientist’s workstation (taking into accoaat possibly long Iigbt[imcs),
ScconCI,  tbc. MOCA Control lntcrfacc with SCI’S provides a common protocol and standard for
simultaneous control of boil] tbc. spacecraft subsystems an(i tbc ground tracking subsystems.
‘Ibis  is a ncccssary  building  block  for tbc Service Aatomaticw mccbanisms,  such as llcacon
Signaling, 1 ligb Ilfficicncy  ‘lracking.

l~utare  small  missions,  such as those in the I)iscovcry  I’rogram, will bc charactcriz,cct  by
{:co.graphically ctistributcd  flighl  teams of 10 (or Icss) scientists and cnginccrs.  ‘Ibis  is a
departure from prcvicms  missions which bavc strcssccl  co-location of tbc flight team that may
Icacll  as large as several bunclrccl  caginccrs. la acldilic)a, tbcrc has bcca a tcnclcacy  to isolate the
scicncc  community frol]l  the actllal  operation of the mission, relegating it to high level rcqacsts
fc~r obscrvatioa time ailcl sqaabblcs over data formats, in addition to tbc ctctailcd  analysis of data
and tbc pa blicatioa of results.

II} our arcbitccturc, wc realize that tbc cost of co-location of opcrat ions team members is going to
bc probibitivc.  Wc also rcali?,c  that NASA, in rcstractaring  its programs toward smaller focusccl
scicncc  ot>jectivcs,  is ctcmaacting  bigber  ICVCIS of participation by scientists. We arc also aware
of tbc iaformaticm syslcm tccbaology cxplosicm in areas sacb as continental ancl intercontinental
commullicatioa  aacl multi  mcctia,

A Sc.icncc I lub rcprcscnts  a logical grouping of scientists (and caginecrs) to conduct a specific
mission (SCC figure 1). As NASA is able to incrcasc  the launch rate for ncw missions, tbc
number of scicncc  hubs grows, ‘1’hc 1 lulls  rcprcscnt  tbc focus of activity for this parlicalar
mission, with participants fartbcr clistribatcci  around tbc I lub. A simple view woulct  bc that tbe
l’riacipal  ]nvcstigator  rcprcscats tbc 1 lab, with (h-investigators and engineers distributed around
tbc l]ub.

‘1’IIc Scicncc  1 Iub gains access to tbc spacecraft and instramcnts  by contracting for tbc ‘llncl-to-
l{nd Scrviccs’  (see section 2). Of course, choice of tl}c  specific scrviccs  is sclcctablc,  according

to the mission mccls, ‘Ibis lcacls  to an cxtcmion  of the MOCA infrastructarc to tbc scicncc  bub
by means of ]]ctwork connect ions, multimedia works[at  ions ancl software. ‘1’hc software will take
the form of a “Clicat l’ackagc”, wbicb provides all of the selcctccl  interfaces to tbc scrvicc
provider “Servers” and access to tbc sclcctcd scrvicc functions. A kcy benefit oftbis appmacb is
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that this “MOS dcvclopmcnt”  is acc.omplisbccl  using “off tbc sbclf’ scrvicm enabling installation
ia a fcw months  instead of a few years.

A functional view of how the MOS wcmlcl appear to tbc scientists and cngiaccrs in tbc Scicacc
1 lub is shown in I(igurc 4. la addilioa  to tbc “Ciicat I’ackagc”, there is provision for mission
fuacticms  (sach as  the “Scicacc I’lanning and Analysis” m “Scicncc l)ata l’recessing &
Archiving”). “1’hmc is provision for ad(iitioaal  “lnission processes” (which may bc aggregations
of services and custom scicncc  analysis packages). Of coarse, there is access 10 a comprehensive
suite of office 1001s (worcl  pmccssors, spmacishccts,  (lra\viilg/prcsc]  ltatiot],  visaaliz,atioa),  and to
1 at crnct  browsers.

E rid-to+ nd Sciencm I Science LIalaswvlre5 I
CNt,rr

F>lt+,  mmy & Fk”ceswr,g  8 M,ss,  or! I
‘, CIIent  Package” Ana’ysis Ard tivir)g PrlJces5cs

I
Warehouse

1 ,

Ofke ~ Urlctions I  ~ ~($,ion Sci,,nce I
Browsers COllabOratlve

1! imd E “gineerir,g hksion

Vlsualrzatfon f nvironment Database Knowledgehase

I Tool  s

WC provide a “collaborative caviroamcat”  which is tllc mechanism for cfficicnt  communication
bctwcca tbc geographically distributed team of scientists and cnginccrs. “1’his contains real-time
visual al~cl  audio, as well as clistribulccl  wbitcboards  and application displays. I;iaally,  wc
provide for a “knmvlcclgc  base”, which is the repository of tbc mission requirements, dcsiga,
drawings, testing, operational procedures, and lcssoi  Is lcaracd  dariag  the course of tbc mission.
H wcmlcl contain clocumcats  as WCII  as dcpositicms  from the
flight operators about lmv  tbc mission was pat together.

S, CONCI.USIONS

designers, spacecraft baildcrs and

IMI’1  ,lCA’1’JONS.  Wc caa rwducc our dcwclopmcnl  time by a factor of 10 by going from a
lypical  (;11S dcvclopmcnt  time of 30 Incmths  to somcthiag like 3-4 mcmtbs. We would expect
Ihat lbc cost of GI)S implcmcatation  for a specific mission will drop to 1-3 millicm  dollars,
dcpcnciing cm sclcctcd  scrviccs.  Wc do this by providing new missions with sclccticms  of off-thc-
shclf multi-mission scrviccs  that require no dcvclopmcnt.. .oaly sclcclion,  integration, and
lcsting.
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Wc can rcclacc  tbc cosl  of opcraticms  a factor  of 10 by using flight teams of 10 pcop]c or ICSS,
composccl  of scicntisls, mission cnginccrs,  and spacxcrafl  cngiaccrs, using tbc standard scrviccs
from their scicncc  huh. ‘]’hiS  Sll)a!! flight  ~Calll  SiZC  iS aChiCVablC,  i l l  pal’t,  dllC tO NASA’S

emphas i s  on small focwscci  scicmc  programs Iilw  I)iscmwy. A major cm]triba!ioa,  lmwcvcr,  to
rcclucc<l  team siycs,  will bc the rcsalt  of tllc scrvicc automation mechanisms. Wc estimate that
trackinghcmrs  with Iargc mpcnsivc  anteaaas can bc rcdacccl  by90Y0 during craisc periods by
use of ‘I]caccm’ signaling, and that tracking covctagc  for tclcmctry  downlinkiag call  bc rcdaccd
by at Icast SOYO by using “1 ligh lifficicncy  ‘1’rackinp,”.

1’I{()[;RIU$S, ‘1’hc  .lct l’ropulsicm 1 ,aboratory i s  carrcntly clcvcloping  t h i s  Itnd-to-lind
arcbilccturc and is prototyping  ll]c technology compcmcnts  wc have dcscribcd, using tcslbcds
provicicd by ‘l MOJ). la addition, tbc Ncw  Millcnaiuln  1)S 1 mission is cxpccling to dcmoastratc

a vcrsioa  of the ‘Ikacon’  signaling coaccpt.  It is our cxpcdaticm  that NASA will implement fall
cost accounting and ‘1’otal  Missicm Cost (which will require estimates of the cost of asing any or
all of tbc INN aad AMMOS scrviccs)  in the next cmplc  ofycars,  follmvcd by dircc[ charging to
l’roiccls  of tbc full cost of these services. ‘1’his  push will ccrlainly  pmvidc the motivation to
complctc dcwclopmcl~t  oftbis architcctarc, and its aatomaticm  technologies aacl propc]  us into the
Imxt ccmtury.

‘1’I)c rcscarcl)  dcscribcd  in this paper was carried out by the Jet f’ropalsicm 1,aboratory,  California
Instilulc  of ‘1’ccbtmlogy, aaclcr a contract with the National Acrcmautics and Space
Administration.


